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Communication Patterns
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Point-to-Point Communication
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Challenge of P2P Communication

Cannot utilize full bandwidth for P2P 
communication 

Cannot communicate between any pair 
of two GPUs 
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Hardware Solution: NVSwitch

NVSwitch
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Software Solution: Collective Communication

Communication always happen synchronized among multiple devices.
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Communication among Tasks

• Point-to-point communication

• Single sender and single receiver

• Relatively easy to implement efficiently

• Collective communication

• Multiple senders and/or receivers

• Patterns include broadcast, scatter, gather, reduce, all-to-all, …

• Difficult to implement efficiently
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Collective Communication
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Broadcast

Broadcast
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One sender, multiple receivers
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Scatter 

Scatter

One sender; data is distributed among multiple receivers
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Gather 

Gather

Multiple senders, one receiver
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All-Gather

All-Gather

Gather messages from all; deliver gathered data to all participants
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Reduce

Combine data from all senders; deliver the result to one receiver

Reduce
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All-Reduce

Combine data from all senders; deliver the result to all participants

All-Reduce
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Reduce-Scatter 

Reduce-Scatter

Combine data from all senders; distribute result across participants
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All-to-All

All-to-All

Combine data from all senders; distribute result across participants
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Ring-Based Collectives
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Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3

𝑁: Bytes to broadcast

𝐵: Bandwidth of each link
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Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3
Step 1: ∆𝑡 = 𝑁/𝐵

𝑁: Bytes to broadcast

𝐵: Bandwidth of each link
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Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3
Step 1: ∆𝑡 = 𝑁/𝐵

Step 2: ∆𝑡 = 𝑁/𝐵

𝑁: Bytes to broadcast

𝐵: Bandwidth of each link
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Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3
Step 1: ∆𝑡 = 𝑁/𝐵

Step 2: ∆𝑡 = 𝑁/𝐵

Step 3: ∆𝑡 = 𝑁/𝐵

𝑁: Bytes to broadcast

𝐵: Bandwidth of each link
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Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3
Step 1: ∆𝑡 = 𝑁/𝐵

Step 2: ∆𝑡 = 𝑁/𝐵

Step 3: ∆𝑡 = 𝑁/𝐵

Total time: 𝑘 − 1 𝑁/𝐵

𝑁: Bytes to broadcast

𝐵: Bandwidth of each link

𝑘: Number of GPUsCan we optimize it?



24

Tiled Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3

𝑁: Bytes to broadcast

𝑆: Number of tiles

𝐵: Bandwidth of each link

Step 1: ∆𝑡 = 𝑁/(𝑆𝐵)



25

Tiled Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3

𝑁: Bytes to broadcast

𝑆: Number of tiles

𝐵: Bandwidth of each link

Step 1: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 2: ∆𝑡 = 𝑁/(𝑆𝐵)
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Tiled Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3

𝑁: Bytes to broadcast

𝑆: Number of tiles

𝐵: Bandwidth of each link

Step 1: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 2: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 3: ∆𝑡 = 𝑁/(𝑆𝐵)
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Tiled Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3

𝑁: Bytes to broadcast

𝑆: Number of tiles

𝐵: Bandwidth of each link

Step 1: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 2: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 3: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 4: ∆𝑡 = 𝑁/(𝑆𝐵)
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Tiled Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3

𝑁: Bytes to broadcast

𝑆: Number of tiles

𝐵: Bandwidth of each link

Step 1: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 2: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 3: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 4: ∆𝑡 = 𝑁/(𝑆𝐵)

…
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Tiled Broadcast - with Unidirectional Ring

GPU 0 GPU 1 GPU 2 GPU 3

𝑁: Bytes to broadcast

𝑆: Number of tiles

𝐵: Bandwidth of each link

Step 1: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 2: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 3: ∆𝑡 = 𝑁/(𝑆𝐵)

Step 4: ∆𝑡 = 𝑁/(𝑆𝐵)

…

What's the total time?

𝑆𝑁

𝑆𝐵
+ 𝑘 − 2

𝑁

𝑆𝐵
=
𝑁 𝑆 + 𝑘 − 2

𝑆𝐵
→
𝑁

𝐵
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